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ABSTRACT

Objective: This research examines trends, approaches, and application
contexts of bias mitigation strategies in artificial intelligence (AI)
systems. The primary focus is on how biases emerge in different sectors
and how mitigation practices are developed to address equity and ethical
challenges in Al development.

Research Design & Methods: This research uses a Systematic Literature
Review (SLR) approach with source selection and literature analysis from
trusted databases such as IEEE Xplore, Scopus, SpringerLink, and ACM
Digital Library. This study reviewed literature between 2018 and 2024 to
ensure the relevance and novelty of findings in the context of bias
mitigation in Al systems.

Findings: The study results show that bias mitigation strategies have
evolved from a narrow technical approach to a comprehensive system
lifecycle-based approach. Notable innovations include the application of
data-centric Al, fairness-aware algorithms, targeted data augmentation
techniques, post-processing, bias auditing, and explainable Al. These
approaches have been applied in various sectors.

Implications & Recommendations: Effective bias mitigation demands a
shift from a technical focus to a collaborative and multidisciplinary
approach. System developers must embed fairness principles from the
design stage, while regulators should promote transparency and
accountability through strong policies. Systematic evaluation, cross-
disciplinary collaboration, and public engagement are key for Al systems
to be accepted as fair and responsible.

Contribution & Value Added: This research provides a structured
synthesis of bias mitigation approaches and demonstrates how they can
be applied in real-world contexts. By offering practical guidance towards
adaptive and integrated mitigation practices, this study contributes to
strengthening ethical Al discourse.

Keywords: Bias Mitigation, Artificial Intelligence, Bias, Mitigation
Strategies.

JEL codes: 033, K24
Article type: research paper

Artificial Intelligence is becoming increasingly integrated into various aspects of society,
driving progress in healthcare, finance, and education, and influencing critical decision-making
processes (Afjal, 2024). While Al has the potential for significant transformation, its reliance on data
and complex algorithms poses a risk of bias, which raises serious ethical, social, and legal concerns
(Jawad, 2024). Model opacity can obscure the reasoning behind decisions and adversely affect
society. Specifically, cognitive biases contribute to discrimination within data sets, from the
generation of data to the application of models (Pessach and Shmueli, 2023). The process of data
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utilization is crucial, as characteristics are often chosen based on correlation, neglecting the
underlying correlation (Baker and Hawn, 2022). It is widely acknowledged that equity gaps can be
addressed at both the individual and group levels, and bias mitigation can take place during pre-
training, training, and post-training phases (Bellamy et al., 2018; Pessach and Shmueli, 2021).
Experimental results indicate that the mitigated causal model in the proposed methodology can
yield comparable outcomes. Furthermore, these outcomes are devoid of bias when the model is
trained on a suitably generated dataset, as sensitive features do not exert influence. This allows for
the derived datasets to train more suitable algorithms for the issue at hand.

Sensitive features are preserved throughout the entire process of the proposed method,
which includes: (1) enhancing auditability and comprehension of how these features relate to other
attributes; (2) guaranteeing their inclusion in the analysis when new features are added; and (3)
facilitate the creation of a fair dataset that includes these features without impacting decisions
(Gonzalez-Sendino, 2024). This study tackles a critical issue in data usage: the intrinsic bias that
may result in discrimination against specific groups, ultimately leading to the establishment of
privileged and underprivileged classes. The considerable effects of data bias extend beyond issues
of fairness and discrimination, impacting a wide range of applications. In any system or engineering
process that depends on data for decision-making, bias can skew the outcomes, resulting in
inefficiencies, injustices, or even financial losses (Johnson and Khoshgoftaar, 2019).

Numerous studies have revealed biases present in Al systems targeting specific groups,
including facial recognition technologies examined by Buolamwini and Gebru (2018) and
recruitment algorithms analyzed by Dastin (2022). Such biases have the potential to reinforce
systemic discrimination and inequality, adversely affecting individuals and society in areas such as
hiring, lending, and criminal justice (Eubanks, 2019; Kleinberg et al., 2018). Various mitigation
strategies have been suggested by researchers and practitioners, including enhancing data quality
and creating algorithms that are explicitly designed to be fair (Asan et al., 2020; Berk et al., 2021;
Yan et al., 2020).

This study examines bias in Al systems, a critical issue that jeopardizes fairness and public
trust in Al technologies. If bias in data and algorithms remains unaddressed, it can reinforce
stereotypes, marginalize underrepresented groups, or disproportionately benefit specific
populations, thus affecting social justice and corporate responsibility. This survey study examines
the intricate and varied issues related to fairness and bias in artificial intelligence, addressing the
origins of bias, its effects, and suggested strategies for mitigation. The objective of this study is to
enhance the current initiatives aimed at creating more responsible and ethical Al systems by
emphasizing the sources, consequences, and mitigation approaches concerning fairness and bias in
Al

LITERATURE REVIEW
Bias in Al Systems

Bias refers to consistent errors in the decision-making process that lead to unfair outcomes.
In artificial intelligence (Al), bias can come from various factors, such as data collection, algorithm
development, and human interpretation. Machine learning models, which are part of Al systems,
can learn and reproduce existing patterns of bias found in their training data, potentially leading to
unfair or discriminatory results. Recognizing and addressing bias in Al is critical to ensuring that
these systems operate fairly and equitably for all users. The following section will take a deeper look
at the origins, effects, and strategies to reduce bias in Al Bias in artificial intelligence (Al) systems is
a serious challenge that can affect the resulting systems' accuracy, fairness, and trustworthiness.
These biases can arise from various stages in the Al development pipeline, from the data collection
to algorithm design to user interaction (Mehrabi et al., 2021; Suresh and Guttag, 2021).

One primary source of bias is data bias, which arises when training data does not represent
the population thoroughly or is incomplete. This can be caused by drawing data from sources that
are already historically biased, data that contains errors, or even data that fails to capture relevant
contextual diversity. Imbalance or unrepresentativeness in the dataset can cause the model to make
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unfair predictions towards certain groups (Crawford and Calo, 2016). Algorithmic bias is a type of
bias that comes from the design or structure of the algorithm itself. It can arise because the
algorithm is built based on initial assumptions that are not neutral, or uses evaluation functions and
decision rules that reinforce existing inequalities. Even if the data used is relatively neutral, the
algorithm can still create biased results if it is not designed with fairness explicitly in mind (Selbst
et al., 2019). Meanwhile, user bias occurs when users consciously or unconsciously inject their
prejudices or preferences into the system. This can come from biased data labelling, unequal
interactions with the system, or feedback that reinforces existing inequities. In systems based on
reinforcement learning or personalized Al, this bias can accumulate over time without a strong
control mechanism (Selbst et al., 2019). Some biased characteristics of various types of standard
forms of bias in Al (Table 1).

Table 1. Characterizing different types of Al biases

Type of Bias Description

Sampling Bias This situation arises when the training data does not accurately reflect the
population it seeks to represent, resulting in subpar performance and biased
predictions for specific groups.

Algorithmic Bias The results obtained from algorithm design and execution may favor specific
attributes, resulting in unfair consequences.

Representation Bias  Occurs when a data set fails to accurately reflect the population it is intended to
represent, resulting in incorrect predictions.

Confirmation Bias Occurs when an Al system is used to validate the existing biases or beliefs of its
developers or users.

Measurement Bias It occurs when the data collection or measurement process is consistently skewed
toward a particular group that is either over-represented or underrepresented.

Interaction Bias Occurs when Al systems interact with individuals in a prejudiced manner, leading
to unfair treatment.

Generative Bias Generative bias is observed in generative Al models, such as those used to generate
synthetic data, images, or text. This bias arises when the model output
disproportionately reflects specific characteristics, viewpoints, or trends in the
training data, resulting in a distorted or uneven representation in the generated
content.

Source : (Ferrara, 2023).

Several mitigation approaches have been developed to address this type of bias. Data set
augmentation was an early strategy to increase data diversity to improve representativeness.
Furthermore, bias-aware algorithms are developed to reduce bias during the model training
process, such as using fairness metrics in the loss function. Finally, user feedback mechanisms are
important in identifying biases that emerge dynamically while using the system and providing a
means of correction based on users' real-life experiences (Crawford and Calo, 2016; Selbst et al.,
2019).

Bias Mitigation Approach

Bias mitigation in artificial intelligence (Al) is a complex challenge that requires strategies
from various sides of the machine learning pipeline. One key approach is data pre-processing, which
ensures that training data fairly represents the population, including previously marginalized
groups. Commonly used techniques include oversampling, undersampling, and synthetic data
generation to improve representativeness (Buolamwini and Gebru, 2018). Methods such as
adversarial debiasing are also used to train the model to resist specific bias patterns (Zhang and
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Sang, 2020). Additionally, explicit documentation of the biases present in the dataset and the
augmentation process is an important part of this approach (Bird et al., 2020; Ortega et al., 2021;
Panigutti et al., 2021).

The second approach is model selection and training techniques to prioritize algorithmic
fairness. Models can be selected based on fairness criteria such as group fairness and individual
fairness (Zhang and Sang, 2020), even to the application of metrics such as demographic parity that
ensure uniform distribution of prediction results among different demographic groups (Bhargava et
al.,, 2020; Wexler et al.,, 2019). Additionally, strategies such as regularization can penalize models
that exhibit discriminatory tendencies, while ensemble methods combine the advantages of
multiple models while minimizing bias (Ahmed et al., 2021).

The last but not least approach is post-processing, which is adjusting the output of the Al
model after the training process to ensure the results are fairer. This technique aims, for example,
to achieve equalized odds, i.e., ensuring that false positive and false negative rates are uniform
across demographic groups (Zhang and Sang, 2020). However, each approach has limitations. Pre-
processing can be time-consuming and ineffective if the underlying dataset is highly biased; model
selection relies on a definition of fairness that is not universally agreed upon; and post-processing
often requires additional data and complex processing (Wilson et al., 2021). Within the context of
generative Al, this challenge is even greater and requires a holistic approach that includes regular
audits, user feedback, as well as ethical principles and diversity of the development team (Alam,
2020; Puyol-Antén et al., 2021; Zhang et al., 2018).

METHODS

This research uses the Systematic Literature Review (SLR) approach to answer the problem
formulation related to bias mitigation strategies in artificial intelligence (Al) systems. The SLR
method was chosen because it provides a comprehensive and in-depth understanding of trends,
approaches, and challenges identified in previous scientific literature. SLR allows researchers to
identify, critically evaluate, and synthesize previous research results through a systematic,
transparent, and replicable process.

This method follows standardized stages, from formulating the research question and
setting inclusion and exclusion criteria to searching, selecting, and thoroughly analyzing the
literature. Scientific articles were collected from trusted databases such as IEEE Xplore, Scopus,
SpringerLink, and ACM Digital Library, with a specific time limit (2018-2024) to ensure the
relevance and novelty of the findings. Through this SLR, the research not only aims to collect
information, but also to identify research patterns, research gaps, and the direction of the latest
developments in the field of aware Al Thus, the results of this study are expected to provide a strong
foundation for further research and implemented policies in the development of fairer and more
responsible Al technologies.

RESULT
Bias Mitigation Trends in Al

Bias mitigation in artificial intelligence (Al) systems has undergone rapid development,
from focused technical approaches towards systemic strategies that cover the entire development
cycle. One major trend is the adoption of data-centric Al approaches, which emphasize the
importance of the quality and diversity of training data. Techniques such as targeted data
augmentation are used to improve the representation of minority groups in the dataset, such as by
inserting specific visual attributes (e.g., race, gender, or culturally specific accessories) to test the
sensitivity of the model to background bias (Whang et al., 2023).

BIT, 2025, 1(1), 16-30



Mitigating Bias in Al: A Review of Sources, Impacts, and Strategies |20

100

77

80
62

60
40 29

11
20 4

2018 2019 2020 2021 2022 2023 2024

==@==Publication

Figure 1. Trends in Publications on Al Bias Mitigation (2018-2024)

Over time, the development of fairness-aware algorithms became a significant focus. These
models optimize prediction accuracy and consider fairness metrics such as demographic parity and
equalized odds, aiming to avoid systemic discrimination against certain groups (Yu et al., 2024). This
shift reflects an important evolution from a technical performance focus towards measuring the
social impact of algorithmic decisions.

Furthermore, bias auditing and benchmarking have become increasingly established
practices. Systematic evaluation of Al models using metrics such as disparate impact and statistical
parity difference is now widely applied, including in the health sector and public policy, to ensure
fairness and accountability in the application of Al models (Gray et al., 2024; Mitchell et al., 2019).
The post-processing strategy, which adjusts the model output after training without changing the
internal structure of the model, is also a widely adopted solution. This approach effectively balances
the model's decision results distribution across different demographic groups (Kim et al., 2019; Soni,
2024).

Further, some researchers propose integrating bias mitigation throughout the Al lifecycle,
from the model design to the deployment stage. This approach is known as integrated lifecycle
mitigation, which emphasizes the importance of continuous evaluation and iterative design to
prevent bias from the early stages (Ennali and Engers, 2020). The system's transparency and
explainability are also crucial values in this context. Explainable Al (XAl) was developed to ensure
that users can understand and trace the model's decision-making process, thereby increasing trust
and identifying sources of bias (Oyeniran et al., 2022).

One innovative evaluative approach is bias amplification and stress testing, which tests a
model's robustness to systemic unfairness by intentionally adding bias to the test data.
Experimental results show that models are often susceptible to small changes in data distribution,
making this method important for fairness validation (Burgon et al., 2024). Recent trends point to
the importance of attention to bias not only at the model level, but also in the direct human use of
Al (point-of-care), especially in the medical field. In clinical practice, user training and
implementation control mechanisms are part of a broader mitigation strategy to ensure that Al
results are used fairly and ethically (DeCamp and Lindvall, 2023). Finally, mitigating bias in Al
cannot be the sole responsibility of technologists. A multidisciplinary and collaborative approach,
involving experts in technology, ethics, law, and affected communities, is the foundation for
designing Al systems that are fair, transparent, and inclusive (Shuford, 2024).

Table 2. Types of Data Bias in Al and Mitigation Strategies

Type Common Potential Mitigation

of Bias Characteristic Causes Forms Impact Strategy Reference

Bias Imbalance or - Unrepresent - Samplin Inaccurate - Data (Hinnefel

Data representative ative g bias mode] for augmentatio detal,
ness in the sampling — Label underreprese ntoadddata 2018;
dataset used — Historical bias nted groups; from Shorten
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Type Characteristic Causes Common Potential Mitigation Reference
of Bias Forms Impact Strategy
for model data — Measure potential underreprese  and
training. reflecting ment discriminatio nted groups Khoshgoft
social bias nin More aar, 2019)
inequality predictive representativ
Absence of results. e and
minority inclusive
groups in sampling
the data. Regular
dataset
audits
Algorit  Bias Selected — Bias The model Design (Friedman
hmic stemming features optimiza appears algorithms and
Bias from reflect social tion “accurate” with fairness  Nissenbau
algorithm values or — Feature  but makes inmind (e.g.,, m,2017;
design or unconscious selection discriminato equal Mitchell
parameters in biases of the bias ry or unfair opportunity, etal,
the model, designer — Evaluati  decisions for demographic  2019;
even if the Objective on bias specific parity) Zafar et
data is functions groups. Include al., 2017)
neutral. only focus fairness
on accuracy, metrics in
not fairness performance
Model evaluation
evaluation Use periodic
does not algorithmic
reflect the audits.
real context
of end users.
User Bias is derived Subjective or - Feedbac The learning Use (Binns et
Bias from human Narrow user k bias model of interactive al., 2018;
interaction preferences - Exposur  biased bias Holstein
with the Al Social e bias feedback and detection etal,
system, such interactions - Confirm reinforcing based on 2019)
as input or that are ation inequality; user
feedback biased bias. the system feedback
provided by towards recommends Implement
the user. certain information user
groups reinforcing transparency
Stereotypes stereotypes. and
formed by reporting
the user’'s systems
environment Periodically
review
system
interactions
to detect and
correct bias.
Application Context

In artificial intelligence (Al), bias can arise at various stages of the machine learning process,
such as in data collection, algorithm design, and user interaction. The inequalities resulting from
these biases can affect the results produced by Al systems and potentially perpetuate social
injustices that already exist in society. These biases can be divided into data bias, algorithmic bias,
and user bias. Data bias occurs when the data used to train an Al model does not represent the entire
population or is incomplete, leading to biased outputs. Algorithmic bias occurs when the algorithms
used have biased assumptions or biased criteria in decision-making. At the same time, user bias
arises when users of Al systems consciously or unconsciously inject their personal biases into

interacting with the system.
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Table 3. Sector-Based Case Examples of Al Bias and Its Impacts
Sector Case Example Impact of Bias Reference

Criminal The COMPAS system labeled black Discrimination in sentencing  (Angwin et al.,

Justice defendants as “high risk” more often  and inaccurate likelihood of 2022)
without any clear historical basis. recidivism.

Healthcare Mortality risk prediction algorithm Discrimination in medical (Obermeyer et
scores African-American patients services and unfair access. al., 2019)
higher despite similar health
conditions.

Clinical Al-based X-ray reading model works ~ Decreased accuracy of (Weng et al.,

Radiology better for men due to bias in training  diagnosis for female patients;  2023)
data. potential for misdiagnosis or

inappropriate treatment.

Islamic Application of Al in risk assessment Potential bias against Magasid (Ridho

Finance and investment in the Islamic finance  Sharia principles, such as Kismawadi et
sector. fairness and transparency. al., 2023)

Facial Technology from NIST is much less Mistaken arrest and (Schwartz et al.,

Recognition accurate for dark-skinned individuals. misidentification by law 2022)

enforcement officials.

Generative Al  DALL-E, Stable Diffusion, and Promoting gender and racial (Mittelstadt et

(GenAl) Midjourney present the CEO as a stereotypes in digital content  al., 2016)
white man; the “criminal” as a dark and visual media.
individual,

Recruitment Al systems for resume screening, such  Gender discrimination in (Pereida and

(Hiring) as Amazon Hiring Tool, downgrade employment opportunities Greeff, 2019)
female applicants because they are and professional access.
trained based on the history of male
applicants.

Voice & NLP Virtual assistants like Siri and Alexa Promotes stereotypes of (Pereida and

Assistant generally have female voices and are  women's subordination; hasa  Greeff, 2019)
more responsive to male users. long-term influence on

gender perceptions.
Pendidikan&  Automated systems for grading Educational injustice and (Mohammad,
Penilaian Al assignments or essays show a harassment of linguistic and 2021)

preference for Western formal
language styles, reducing the scores of
students from non-Western cultural
backgrounds.

cultural diversity.

Bias mitigation approaches in Al have evolved along with an increased understanding of
their impact. Some frequently used approaches include data pre-processing, model selection, and
post-processing of results. In the pre-processing stage, data augmentation is used, which aims to
add diversity to the data to include more marginalized groups. Additionally, another approach is
through the use of bias-aware algorithms, such as the use of learning techniques that focus on equity
between groups or individuals. For example, models that favor demographic equity may be chosen
to ensure that positive and negative outcomes are fairly distributed across different demographic
groups. On the other hand, post-processing involves adjusting model results to achieve equality of
results, ensuring that biases in model decisions can be minimized.

With the growing use of Al in various sectors, the challenge of overcoming bias is becoming
increasingly complex. In the context of generative Al, for example, the issue of visual bias is
emerging as a new dimension that is not always visible but can affect public perception at large.
Therefore, mitigating bias requires a more holistic approach, including more diverse and
representative data collection, transparent model selection, and thorough social evaluation. In
addition, an ongoing audit process and user feedback are essential to ensure that Al systems remain
fair and avoid exacerbating social inequalities.

BIT, 2025, 1(1), 16-30



Mitigating Bias in Al: A Review of Sources, Impacts, and Strategies |23

DISCUSSION
The Impact of Bias in Al

The swift progress of artificial intelligence (Al) has introduced numerous advantages;
however, it also presents potential risks and challenges. A significant concern is the adverse effects
of bias in Al on both individuals and society. Bias in Al has the capacity to sustain and even
exacerbate existing inequalities, resulting in discrimination against marginalized communities and
restricting their access to vital services. Beyond reinforcing stereotypes and gender bias, Al can also
lead to the emergence of new types of discrimination based on skin color, ethnicity, or physical
appearance. To guarantee that Al systems are just and equitable, catering to the needs of every user,
it is essential to recognize and address bias within Al. Furthermore, biased Al carries numerous
ethical consequences, such as the risk of discrimination, the obligations of developers and
policymakers, the erosion of public trust in technology, and the restriction of human freedom and
autonomy. Tackling these ethical concerns will necessitate collaborative efforts from all parties
involved, and it is vital to establish ethical guidelines and regulatory frameworks that foster fairness,
transparency, and accountability in the creation and application of Al systems.

Bias in artificial intelligence (Al) systems has potentially serious repercussions for
individuals and the social fabric. One of the main impacts is the rise of discrimination, where biased
algorithms tend to reinforce and expand long-standing social inequalities. In the justice system, for
example, algorithms used for risk assessment or sentencing recommendations can lead to unfair
treatment of certain groups, especially people of color, who are more likely to receive harsher
sentences or wrongful convictions (Sweeney, 2013).

Besides the legal sector, bias extends to important financial services and healthcare areas.
When algorithms are used to process credit or health risk scores, groups such as those from low-
income or ethnic minority backgrounds are often underrepresented. As a result, they face barriers
in gaining access to basic services such as loans, insurance, or proper treatment (Dwork et al., 2012).
In other contexts, facial recognition algorithms trained predominantly on male data often fail to
accurately recognize female faces, reinforcing gender bias in public security and surveillance
systems (Buolamwini and Gebru, 2018).

The emergence of generative Al (GenAl) models extends the spectrum of bias to more subtle
but insidious forms, such as reinforcing visual stereotypes. When asked to generate images of
leaders such as CEOs, these models consistently depict male figures, ignoring representations of
women or minority groups (Mittelstadt et al., 2016). Furthermore, the visual bias in GenAl even
shows a tendency to associate perpetrators of crime or terrorism with individuals from particular
racial groups. This impact can be far-reaching, ranging from loss of employment opportunities,
denial of services, and potential misdirected criminalization. The risk of this bias not only hampers
justice at the individual level by affecting self-esteem and social relations but also creates a social
narrative that moves further away from the principles of equality and inclusivity. Therefore,
addressing these biases from the early stages of Al system development is important to prevent the
reinforcement of discriminatory structures on a broader scale (Ferrara, 2023).

The use of biased artificial intelligence (Al) systems poses several serious ethical
consequences that cannot be ignored. One of the main concerns is the potential for discrimination
against individuals or groups based on characteristics such as race, gender, age, or disability (O’ neil,
2016). When Al reinforces existing inequalities, it reflects systemic injustice. It perpetuates
inequalities, especially in highly sensitive sectors such as healthcare, where Al-generated decision
errors can harm patients and limit access to appropriate care (Dwork et al., 2012).

The ethical responsibility for Al systems that produce discriminatory decisions lies with the
technology and those who design, develop, and deploy them. Developers, companies, and
government institutions have a moral and social obligation to ensure that Al systems are built and
used fairly and transparently (Mittelstadt et al., 2016). Therefore, there is a need to establish a strict
ethical and regulatory framework to hold every actor involved in the Al ecosystem accountable.
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Failure to do so will increase the risk of undermining public trust in the technology, which could
hinder the adoption of innovations and lead to significant social and economic impacts.

Furthermore, biases in Al also raise concerns for individual autonomy and freedom. Unfair
Al systems can limit choices and reinforce unequal power relations in society. For example, if Al-
powered recruitment systems systematically reject candidates from certain groups, their
employment opportunities and social participation can be limited. Addressing these ethical
challenges requires collaboration from all stakeholders, from technology developers to
policymakers and society. This should include the development of ethical guidelines, pro-justice
regulations, and critical dialogue with the public so that the future direction of Al development
reflects the principles of responsibility and inclusivity (Ananny and Crawford, 2018).

Strategies for Mitigating Bias in Al

Researchers and practitioners have proposed a range of strategies to mitigate bias in
artificial intelligence. These strategies encompass data pre-processing, model selection, and
decision post-processing. However, each approach presents its own limitations and challenges, such
as the lack of diverse and representative training datasets, the difficulties in identifying and
quantifying different types of bias, and the possible trade-off between fairness and accuracy.
Furthermore, ethical issues emerge concerning the prioritization of various forms of bias and the
specific groups that ought to be highlighted in efforts to mitigate bias. In spite of these challenges,
it is crucial to confront bias in Al to create equitable and just systems that benefit all individuals and
society at large. Ongoing research and the advancement of mitigation strategies are vital to tackle
these issues and guarantee that Al systems are utilized for the common good.

Table 4. Bias Mitigation Approaches in Al Systems

Technical .
. Examples of L Ethical
Approach Description L 3 Limitations and : .
Mitigation Practices Considerations
Challenges
Data Pre- Involves identifying - Oversampling This process The risk of over-
processing and correcting biases dark-skinned requires a lot of or under-
in the data prior to individuals in the time and representation of
model training, face recognition resources. certain groups
Techniques such as system to Not consistently that could
oversampling improve effective if the reinforce existing
(increasing the prediction initial data used biases.
amount of data for accuracy. already contains Privacy concerns
minority groups), - Adding synthetic severe biases. in collecting
undersampling, and data to increase Requires sensitive data,
synthetic data minority expertise to such as health or
generation are often representation. ensure synthetic financial data,
used to ensure — Usingan data does not especially for
representation of adversarial introduce new marginalized
underrepresented debiasing biases. groups.
groups, including technique to
historically create training
marginalized data resistant to
communities. pattern bias.
Model This section focuses - Choose a Difficult to Balancing fairness
Selection on selecting classification determine a with other
algorithms or model algorithm that universal performance
architectures ensures standard of metrics, such as
designed fairly. This demographic fairness as accuracy or
includes using parity. different efficiency, can
methods based on — Using ensemble approaches have lead to trade-offs.
group or individual methods or different There is a risk of
fairness and applying combinations of definitions of the model
regularization models to balance fairness. reinforcing social

techniques to

prediction results.

stereotypes or
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L. Examples of . 'I_'ecl!nlcal Ethical
Approach Description S . Limitations and . .
Mitigation Practices Considerations
Challenges
minimize — Apply Complex models long-standing
discrimination. regularization to can mask hidden biases if fairness
reduce explicit biases. criteria are not
bias in the model. Model selection set carefully.
and evaluation
process can slow
down system
development.
Post- This strategy is — Correct the This process Trade-off
processing applied after the prediction results tends to be between different
Decisions =~ model has finished so that the complicated and forms of bias (e.g.,

making predictions.
The aim is to adjust
the final results of
the model so that
they are not biased,
such as equalizing
the prediction error
rate (false positives
and false negatives)

distribution of
prediction errors
(false positive and
false negative
rates) is balanced
between groups.
Reclassifying
prediction results
to ensure that no

requires much
additional data.
Requires in-depth
analysis of the
distribution of the
predicted results
to avoid
introducing new
distortions.

between group
and individual
fairness).

Can have
unexpected
consequences on
the distribution
of predicted
outcomes

between different group is between groups,
demographic groups. systemically such as reverse
disadvantaged. discrimination
effects.

One of the most fundamental obstacles to mitigating bias in artificial intelligence (Al)
systems is the limited availability of diverse and representative training data. As discussed earlier,
bias in training data can lead to unfair or distorted system outputs, reinforcing existing inequalities.
However, collecting data that truly reflects the diversity of a population is no easy task. This
challenge is compounded when Al systems deal with rare events or historically under-documented
minority groups. Moreover, collecting data from sensitive domains, such as medical records,
financial data, or personal demographic attributes, is often constrained by privacy concerns, legal
compliance, and ethics. These barriers slow down the process of building inclusive datasets and
limit the effectiveness of dataset augmentation strategies as a key solution in data-driven bias
mitigation.

Furthermore, significant technical challenges also arise in the process of identifying and
measuring bias itself. Algorithmic biases, for example, are often hidden and difficult to recognize,
especially in systems that use complex models such as deep learning or when the models are
“black-box” in nature. This makes it difficult for developers to detect whether the unfairness stems
from the algorithm's structure, training data distribution, or even the dynamic interaction between
the user and the system. The complexity of these sources of bias can reduce the effectiveness of
existing mitigation methods, including algorithms explicitly designed to recognize bias (bias-aware
algorithms) and feedback systems that actively engage users. Without a thorough understanding of
the origins and forms of bias, correction efforts risk being misdirected.

Additionally, efforts to achieve fairer Al systems often face the dilemma between fairness
and accuracy. Some mitigation approaches require adjustments to the algorithm to ensure that all
groups are treated equally. However, such adjustments may decrease predictive performance for
specific groups or under certain complex conditions. This trade-off raises the fundamental question
of the optimal boundary between fairness and precision. In practice, not all contexts of Al use
demand the same level of fairness, so an adaptive and contextual evaluation framework is needed
to determine the most appropriate mitigation strategy. Achieving this balance requires technical
mastery and deep ethical and social reflection on the purpose of Al systems.

Ultimately, complex ethical dilemmas arise when setting priorities in bias mitigation efforts
- determining which forms of bias should be prioritized and which social groups need the most
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protection. For example, debates may arise between paying special attention to bias that affects
groups that have historically been marginalized, such as women, racial minorities, or people with
disabilities, or treating all forms of bias equally, regardless of sociocultural context. This dilemma
not only raises philosophical questions about distributive justice but also poses practical challenges
in designing artificial intelligence systems that are inclusive and socially acceptable across different
environments and cultures.

These ethical questions introduce additional complexity into formulating and
implementing mitigation strategies. It is necessary to consider how biases emerge and impact and
how the chosen mitigation policy will be received, interpreted, and implemented by stakeholders.
This challenge is further amplified by the lack of universal definition of what constitutes “fairness”
in Al, so there are often conflicts between values such as equality of outcome, equality of
opportunity, or freedom from discrimination. Therefore, an interdisciplinary dialogue between
technologists, policymakers, social academics, and civil society is becoming increasingly important.

However, addressing bias in the development and application of Al systems is not just an
option, but an urgent need to ensure technological justice. Biased Al systems not only risk harming
individuals, but can also structurally reinforce social inequality. This requires long-term
commitment through interdisciplinary research, development of adaptive mitigation strategies, and
progressive regulatory policies. Only then can Al truly serve the collective interest, uphold the
values of inclusion, and strengthen public trust in technology as a tool for social progress.

CONCLUSION

This research confirms that bias mitigation efforts in artificial intelligence (Al) systems have
evolved from a focused technical approach to a more comprehensive and systemic strategy,
covering the entire Al development lifecycle. Various approaches such as data-centric Al, fairness-
aware algorithms, bias auditing, explainable Al, and integrated lifecycle mitigation have been
applied in various sectors ranging from health, education, law, to finance. These findings suggest
that the main challenges in mitigating bias lie in technical limitations, data representativeness, the
complexity of measuring fairness, and the dilemma between fairness and predictive accuracy. In
addition, bias in Al has been shown to potentially reinforce existing social inequalities, especially
when applied in areas that touch on fundamental human rights, such as medical diagnosis, labor
recruitment, or credit scoring.

The findings also show that the main challenges lie in the limitations of representative data,
the complexity of measuring fairness, and the imbalance between accuracy and fairness in model
performance. This requires a sustained commitment from developers, policymakers, and society to
ensure that Al systems excel in technical performance and are socially responsible. Collaborative
efforts across disciplines need to be continuously strengthened so that the development of Al
technology can encourage justice and transparency, and expand its benefits inclusively without
reinforcing existing social inequalities. Thus, Al can become a transformation tool oriented towards
human values and justice.
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